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Introduction: Fine-grained Text2motion

Descriptive Granularity

A person slightly squats.

A man raises both arms above head.

A man slightly squats with both arms raised above head.

A man walks.

A man kicks with one leg.

A man walks, then kicks with one leg.

Generalizability → Spatial and Temporal Compositionality

Our Method

Building the first fine-grained language-motion dataset FineHumanML3D using the LLM

Designing a new text2motion model FineMotionDiffuse better modeling fine-grained texts

Human Evaluation of FineHumanML3D

redundancy

deficiency

In the majority of partially aligned cases, partial alignment indeed 

captures the correct time order and relationships among core motions. 

Issues like redundancy or deficiency are often trivial in nature. 

Substantive errors rarely occur outside of very complicated motions.

Counts of zero, partial and perfect alignment

2 : 68 : 30

Cases FineMotionDiffuse ← coarse-grained description + fine-grained description: Refer to the Introduction

A man slightly squats with both arms raised above head.

MotionDiffuse ← fine-grained description

MotionDiffuse ← coarse-grained description

A man walks, then kicks with one leg.

MotionDiffuse ← coarse-grained description

MotionDiffuse ← fine-grained description

Spatial Compositionality Temporal Compositionality

Spatial Compositionality Temporal Compositionality

No muscle tension:

Muscles cannot be reflected in 

motion sequences.

Named step marks:

To ensure the chronological order 

and overall quality

Pseudo-code conversion:

To check the inner consistency of 

the generated motions
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